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Abstract 

A vehicular network is an assisting technology that supports many applications. Safety is one of the most 

crucial among all the applications. Vehicles generally exchange emergency messages through direct 

communication. But in the real world, this type of communication is not possible to build among vehicles 

because of obstacles that can be static or dynamic. This situation is normally called non-line of sight. As a 

researcher, we aim to develop an approach for improving awareness among neighboring vehicles, reducing 

latency and mean square error rates. In this paper, we describe various methodologies related to vehicular 

network systems. Deliberation of various techniques with different datasets and corresponding performance 

metrics for improving the system performance are described here. 

Keywords: Trajectory, Prediction, Vehicular, VANET. 

Introduction  

A vehicle’s trajectory is different from other regular dynamic nodes as it is much affected by latent 

factors like road structure, driver’s driving skills, intention, traffic rules etc. Some existing 

approaches use a vehicle’s behavioural model in a sophisticated manner and present many complex 

algorithms. Such algorithms need skilled system designers to use complicated optimization for the 

practical use of these algorithms in real-world scenarios. The behaviour prediction function can 

predict the future states of the nearby vehicles based on their present and past information about the 

surrounding environment. This enhances the awareness of upcoming hazards. People are adopting 

autonomous cars to reduce the number of accidents and for safety points. Such a vehicle must 

understand the present state of all the neighbouring cars and their future behaviour. There are many 

survey papers on monitoring and behaviour analysis of vehicles [1-5]. Researchers have already 

applied various approaches and algorithms such as Hidden Markov Models and Support Vector 

Machines. Deep learning- based approaches are new and powerful tools that provide superior results 

in complex environmental conditions and good performance results for complex and realistic 

scenarios. Fig. 1 provides state-of-the-art deep learning approaches for the behavioural prediction 

of vehicles. It gives the classification mentioned above based on three criteria: input representation, 

output type and prediction approach. The first criteria describe how input data can be represented. 

The vehicle’s position, acceleration, and velocity are mentioned here. In the second section of this 

paper, classification and approaches are mentioned based on predicted output. The emergency 

message delivery rate must be improved to avoid accidents by sending vehicle-related information 

to all the neighbouring nodes. Vehicle trajectory prediction provides accurate location services and 
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monitors traffic conditions in advance. Also, recommend the best suitable path to avoid an accident-

like situation. The estimation of vehicle-related information is very important in Advanced Driver 

Assistance Systems (ADAS). It can be used in safety tasks like the collision avoidance monitoring 

system and hazardous road warnings. In network protocol designing, routing and security, it can be 

used. This paper compares the various techniques and simulators used for trajectory prediction. 

Simulators NS2 and NS3 utilize CPU very well, but in terms of computation time, NS3 gives fast 

performance responses wrt ad-hoc on-demand distance vector routing algorithm. 

 

 

 

 
 

 
 

                    Fig 1. Deep Learning based Vehicle behavioural prediction classification 

 

 

 

 

 

 

 

 

Fig 2. VANET System Domain [8] 
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Vehicular networks are nowadays becoming the most promising and valuable research area [6-8] in 

terms of safety. Vehicular applications are classified into two categories: 

1. Safety applications, 

2. Comfort applications. 

Section third will be discussed shortcomings and their modifications as alternatives for constructing 

a good model and getting better results. The last section consists of a conclusion and future scope 

related to the particular problem of trajectory prediction. 

 

Possible techniques 

Vehicular Adhoc Networks (VANETs) have been a rapidly growing research area in the last few 

years and have attracted much attention in academia and industry. Before implementing VANETs 

on the real road network, realistic computer simulations of VANETs using a combination of 

mobility simulation and network simulation are necessary. A road traffic simulator and a network 

simulator are combined to study the performance and implementation of VANETs. Python can be 

used for implementation purposes. 

 

 

 

 

 

Fig 3. Key function of communication type (A. Obstacle detection, B. Cooperative driving, 

C. Vehicle condition GPS and D. Traffic control) 
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Following are a few possible existing techniques that can be further modified according to 

requirement. Fig. 4 shows various existing techniques related to trajectory prediction. Table 1 

describes various frameworks and corresponding features. Table 2 compares the already existing 

approaches in terms of parameters to design a novel approach. Out of all these, one approach, i.e. 

based on Gaussian Mixture Model (GMM) is the most suitable one to apply for vehicle detection. 

For object tracking purposes, the Kalman filter method can be used. 

Table 1: Different Frameworks 
 

Keras Tensor Flow PyTorch 

-Small dataset 

-Multiple back-end 

support 

-Rapid prototyping 
-Fast experimentation 

-Large dataset 

-Object detection 

-High performance 

-Functionality 

-Flexibility 

-Short training 

duration 

-Debugging 

capability 

 

  

With Gaussian Mixture Models 

Using GMM and Kalman Filter 

Sequence to sequence prediction 

Using a hierarchical model of SS-LSTM 

Self-adaptive GMM approach 

Markov based algorithm 

Attention based RNN approach 

                                                     Fig. 4 Existing Techniques 
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h 

Description Performance 

Metrics 

Dataset Pros. & Cons. 

SS-

LSTM 

[9] 

Social Science Long Short- 

Term Memory 

It uses three LSTMs for 

capturing people (pedestrian), 

social (neighbouring 

information) and scenic 

information (scene layout 
features). 

ADE, FDE ETH, 

UCY, 

Town 

centre 

Prediction results 

in this approach 

are not accurate 

for the short 

trajectory ranges. 

Table 2: Comprehensive comparison of existing approaches 
 

 
1 

 
 

2 
 
 

3 
 
 

4 
 
 

5 
 
 

6 
 
 

7. 



Deepika & Shashi., OPJU Business Review 2 (2023) 38-45 

 

 

42 

 

Seq2s

eq [10] 

LSTM encoder and decoder 

architecture is used in this 

approach to analyse past 

measurements and to generate 

future trajectory paths 
respectively. 

MAE Highway 

Seoul 

Korea 

Provide improved 

results in

 terms of 

prediction 

accuracy 

GMM 

based [11] 
Video data in .mov format and 

resolution 640x480 pixels is used 

in this method. Moving objects 

in a region of interest is 

considered only and outside that 

region all the objects are ignored 

completely (considered 
as background). 

Precision, 

accuracy, 

sensitivity, 

specificity 

Vehicles 

video for 

light and 

heavy 

traffic 

Provide good 

results for light 

traffic using 

Gaussian mixture 

model approach 

SAGM

M [12] 

Self -Adaptive GMM approach 

It uses block wise process and 

not pixel wise, uses dynamic 

learning rate for detection in 

real time application 

Sensitivity, 

F-measure, 

precision 

Wallflo 

wer 

dataset 

Dynamic learning

  rate  is 

used  in this 

method to adapt 

the changes  in 
illumination. 

LSTM-

M [13] 

This approach is used for 

missing data of values for short 

and long period runs. Linear 

model is used for predicting the 
missing terms in the given data 
information. 

MAE, MRE, 

RMSE 

Hangzho 

u PeMS 

dataset 

Accurate 

inference is the 

need to 

incorporate 

attention 

mechanism

s. 

Saptio- 

Temtop

oral 

LSTM 

[14] 

In this approach a model is used 

to measure the interaction 

between nearby nodes implicitly. 

MAD, MVD US-101, 

I-80 

In this approach, 

the test was done 

on small datasets 

and for simple 

scenarios only. 

ML

 b

ased 

[15] 

This approach is designed for 

both single and multi-users. 

Distance 

Error, 

sampling 

time, 

interval, 

MSE 

Geo-life 

Project 

Semantic context 

is not focused due 

to lack of data 

availability. 
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ADE- Absolute Displacement Error, FDE- Final Displacement Error, MAE- Mean Absolute 

Error, MRE- Mean Relative Error, RMSE- Root Mean Square Error, MAD- Mean Absolute 

Deviation, MVVD- Mean Velocity Deviation 

 

Shortcoming/pitfalls 

After a detailed study of various techniques, some important points came into existence that 

can be used for better results. These points guide and inspire every researcher to work on these 

small issues. Fig. 5 shows a few challenges and modifications for constructing a good model. 

 

 

 Fig 5 Challenges involved in constructing a model 

 

 

 

Conclusion and future scope 

One major problem of transportation is traffic congestion. To address and overcome this 

problem, all the relevant information regarding vehicles and traffic is needed, such as type of 

vehicle, number of cars, number of lanes, the distance between vehicles etc. Traffic prediction 

is a challenging topic in the road and vehicle environment. After detailed study and analysis, it 

is noticed that the LSTM model is the most commonly used predicting model that can infer the 

flow of traffic in case of missing values in data also. This approach is designed to directly learn 

the user’s past trajectories and predict future movements. LSTM has an internal state to serve 

as a cell’s memory that allows a network to learn relations between all features for the long 

term. For future research, our focus must be on dense road networks. Currently, existing 

approaches are not suitable for huge data of overlapping trajectories. Hybrid architecture must 

be designed for short-term and long-term trajectory predictions. Few parameters or 
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performance metrics like accuracy, latitude, longitude, precision value, percentage 

consistency, yaw angle, latency time, and distance measurements can be considered for 

designing a novel approach. To simulate a real driving condition in the world, GPS and onboard 

sensors can be used to locate the actual position of all the neighbouring vehicles. Virtual 

sensors of CarSim software can be used by importing them into MATLAB or any other 

Simulink software. 
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